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(57) ABSTRACT

A vehicle is operated at least partially autonomously. A pre-
dicted path of the vehicle is monitored to identify an object
with which the vehicle is likely to collide. A graphical user
interface (GUI) is provided that includes the predicted path, a
proposed path for the vehicle to avoid a collision with an
object, and the vehicle. A selection is made to follow one of
the predicted path and the proposed path. The GUI is updated
to include the selected one of the predicted path and the
proposed path, along with a location of the vehicle on the
selected one of the predicted path and the proposed path.
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1
IN-VEHICLE PATH VERIFICATION

BACKGROUND

An autonomous vehicle, e.g., an automobile, bus, truck,
watercraft, etc., may include a computing device executing
instructions for operating the vehicle either wholly or par-
tially autonomously, i.e., without input, or with partial input,
from a human operator. For example, the vehicle computing
device may receive data from one or more sensors, and then
process sensor data to provide input to the computing device
for determining autonomous operations of the vehicle, e.g., to
control navigation, speed, braking, etc. However, it may be
undesirable and/or impossible for a vehicle computing device
to make all decisions concerning autonomous vehicle opera-
tions. For example, an autonomous vehicle may determine
that one or more objects lie in a planned path of the autono-
mous vehicle; upon such a determination it may or may not be
desirable to rely on a vehicle computer to alter a vehicle path
to avoid an object. Further, human-machine interfaces (HMI)
are lacking, e.g., to display and provide for verification of a
vehicle path.

DRAWINGS

FIG. 1 is a block diagram of an exemplary vehicle system
for operating an autonomous vehicle.

FIG. 2 is a diagram of an exemplary process for a computer
in an autonomous vehicle to communicate with one or more
vehicle occupants concerning a possible future path of the
vehicle.

FIGS. 3-6 provide respective examples of block diagrams
of a graphical user interface that could be provided by a
vehicle computer.

DESCRIPTION

Introduction

FIG. 1 is a block diagram of an exemplary vehicle system
for operating an autonomous vehicle 101. The vehicle 101
generally includes a computing device 105 that obtains col-
lected data 115 from one or more data collectors, e.g., sen-
sors, 110. The collected data 115 may be used to identify one
or more objects such as other stationary and/or moving
vehicles, construction barriers, debris, etc., that may be in a
predicted path of the vehicle 101 and/or pose a threat to
vehicle 101 navigation or operation. Via a human machine
interface (HMI) 118, e.g., a graphical user interface (GUI) or
the like, the computer 105 may provide a vehicle 101 occu-
pant with information concerning one or more identified
objects relative to a predicted path of the vehicle 101. Further,
the computer 105 may accept input from a vehicle 101 occu-
pant, e.g., a vehicle 101 driver, via the HMI 118, concerning
action to be taken regarding one or more identified objects
relative to the vehicle 101 predicted path.
Exemplary System Elements

The system 100 includes one or more vehicles 101, a single
vehicle 101 being shown for ease of illustration. As men-
tioned above, a vehicle 101 includes a vehicle computer 105
that generally includes a processor and a memory, the
memory including one or more forms of computer-readable
media, and storing instructions executable by the processor
for performing various operations, including as disclosed
herein. For example, the computer 105 generally includes,
and is capable of executing, instructions to select and carry
out an autonomous operation mode of the vehicle 101, e.g., as
described herein with respect to the module 106.
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2

Further, the computer 105 may include more than one
computing device, e.g., controllers or the like included in the
vehicle 101 for monitoring and/or controlling various vehicle
components, e.g., an engine control unit (ECU), transmission
control unit (TCU), etc. The computer 105 is generally con-
figured for communications on a controller area network
(CAN) bus or the like. The computer 105 may also have a
connection to an onboard diagnostics connector (OBD-II).
Via the CAN bus, OBD-II, and/or other wired or wireless
mechanisms, the computer 105 may transmit messages to
various devices in a vehicle and/or receive messages from the
various devices, e.g., controllers, actuators, sensors, etc.,
including data collectors 110. Alternatively or additionally, in
cases where the computer 105 actually comprises multiple
devices, the CAN bus or the like may be used for communi-
cations between devices represented as the computer 105 in
this disclosure.

As mentioned above, generally included in instructions
stored in and executed by the computer 105 is an autonomous
driving module 106; alternatively or additionally, the vehicle
101 could include one or more other computing devices stor-
ing and executing the module 106. Using data received in the
computer 105, e.g., from data collectors 110, data included as
stored parameters 116, the server 125, etc., the module 106
may control various vehicle 101 components and/or opera-
tions without a driver input to operate the vehicle 101. For
example, the module 106 may be used to regulate vehicle 101
speed, acceleration, deceleration, steering, etc.

Data collectors 110 may include a variety of devices such
as sensors and the like for collecting data 115. For example,
various controllers in a vehicle may operate as data collectors
110 to provide collected data 115 via the CAN bus, e.g., data
115 relating to vehicle speed, acceleration, etc. Further, sen-
sors or the like, global positioning system (GPS) equipment,
etc., could be included in a vehicle and configured as data
collectors 110 to provide data directly to the computer 105,
e.g., via a wired or wireless connection. Data collectors 110
could also include sensors or the like for detecting conditions
outside the vehicle 101, e.g., medium-range and long-range
sensors. For example, sensor data collectors 110 could
include mechanisms such as RADAR, LADAR, sonar, cam-
eras or other image capture devices, that could be deployed to
measure a distance between the vehicle 101 and other
vehicles or objects, to detect other vehicles or objects, and/or
to detect road conditions, such as curves, potholes, dips,
bumps, changes in grade, etc.

A memory of the computer 105 generally stores collected
data 115. As mentioned above, collected data 115 may
include a variety of data collected in a vehicle 101 from data
collectors 110 and/or data calculated therefrom in the com-
puter 105.

In general, collected data 115 may include any data that
may be gathered by a collection device 110 and/or computed
from such data. Accordingly, collected data 115 could include
a variety of data related to vehicle 101 operations and/or
performance, as well as data related to in particular relating to
motion of the vehicle 101. For example, collected data 115
could include data 115 concerning a vehicle 101 speed, steer-
ing wheel torque, e.g., as may be obtained via a vehicle 101
CAN bus from an electronic power assist steering (EPAS)
system or the like, acceleration, braking, lane changes and or
lane usage (e.g., on particular roads and/or types of roads such
as interstate highways), average distances from other vehicles
atrespective speeds or ranges of speeds, and/or other data 115
relating to a vehicle 101 operation.

HMI 118 could be one or more of a variety of interfaces for
the computer 105 to interact with a vehicle 101 occupant, e.g.,



US 9,212,926 B2

3

a GUI as mentioned above, an interactive voice response
(IVR) system, a heads up display (HUD) or the like provided
in or near a vehicle 101 dashboard, an interface of a user
device 150, etc. Further, HMI 118 could be provided by any
one of a number of computing devices that may be worn by or
attached to a user, e.g., a wearable device that could be in the
form of glasses, goggles, a wristband, etc. Further, a wearable
device providing an HMI 118 is generally configured for
communication with the computer 105 via known wired or
wireless mechanisms, e.g., the Bluetooth protocol, IEEE
802.11, or the like. The wearable device 118 may include a
variety of user interface mechanisms, including a graphical
display provided on optical see-through (OST) glasses, aug-
mented reality goggles, a wrist device, etc., audio mecha-
nisms, haptic mechanisms, e.g., that vibrate against a user’s
body, etc.

FIGS. 3-6 provide examples of a GUI 300 that could be
provided by the computer 105 via the HMI 118. As seen inthe
various FIGS. 3-6, each of which is discussed in more detail
below, the GUI 300 provides a representation of the vehicle
101, along with moving objects 305 and a stationary object
310, with respect to a road 315. The GUI 300 also includes a
dialog box 320 whereby a vehicle 101 occupant may provide
input with respect to information provided in the GUI 300.
For example, the computer 105 includes instructions to iden-
tify a predicted path ofthe vehicle 101 based on collected data
115, e.g., speed, acceleration, deceleration, steering wheel
torque, etc.

Further, the computer 105 includes instructions to identify
locations of objects 305, 310, as well as predicted paths of
moving objects 305. Accordingly, the computer 105 may
determine when a collision, or possibility of a collision,
between the vehicle 101 and one or more objects 305, 310,
may be predicted, e.g., an object may be detected in a vehicle
101 path at or above a pre-determined level of confidence.
Mechanisms for detecting possible collisions, assessing col-
lision threats and risks, etc., are known. As just one example,
such mechanisms are described in U.S. Pat. No. 7,034,668,
entitled “Threat level identification and quantifying system,”
the contents of which are fully incorporated herein by refer-
ence in their entirety. Upon such determination, an alert and/
or dialog box 320 may be provided. For example, as seen in
FIG. 3, the dialog box 320 may indicate, with respect to a
moving object 305, a danger condition with respect to the
vehicle 101. Further, the dialog box 320 may give a vehicle
101 occupant options to ignore the danger, to instruct the
autonomous module 106 to evade the danger (which may be
a default option), or an option to assume manual control of the
autonomous vehicle 101. Depending on threat level and
urgency, the HMI may instead indicate the automated vehi-
cle’s 101 planned escape path and provide a mechanism for
the driver to cancel or alter an automated evasive maneuver,
rather than approve it.

FIG. 4 provides an example of the GUI 300 including a
representation of a predicted path 325 of the vehicle 101.
Accordingly, the dialog box 320 may allow a user to ignore a
danger with respect to an object 305, assume manual control
of the autonomous vehicle 101, or to accept the proposed
predicted path 325 of the vehicle 101 to avoid the moving
object 305 presenting a danger.

The network 120 represents one or more mechanisms by
which a vehicle computer 105 may communicate with a
remote server 125 and/or a user device 150. Accordingly, the
network 120 may be one or more of various wired or wireless
communication mechanisms, including any desired combi-
nation of wired (e.g., cable and fiber) and/or wireless (e.g.,
cellular, wireless, satellite, microwave, and radio frequency)
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communication mechanisms and any desired network topol-
ogy (or topologies when multiple communication mecha-
nisms are utilized). Exemplary communication networks
include wireless communication networks (e.g., using Blue-
tooth, IEEE 802.11, etc.), local area networks (LAN) and/or
wide area networks (WAN), including the Internet, providing
data communication services.

The server 125 may be one or more computer servers, each
generally including at least one processor and at least one
memory, the memory storing instructions executable by the
processor, including instructions for carrying out various
steps and processes described herein. The server 125 may
include or be communicatively coupled to a data store 130 for
storing collected data 115 and/or parameters 116. For
example, one or more parameters 116 for a particular user
could be stored in the server 125 and retrieved by the com-
puter 105 when the user was in a particular vehicle 101.
Likewise, the server 125 could, as mentioned above, provide
data to the computer 105 for use in determining parameters
116, e.g., data concerning weather conditions, road condi-
tions, construction zones, etc.

A user device 150 may be any one of'a variety of computing
devices including a processor and a memory, as well as com-
munication capabilities. For example, the user device 150
may be a portable computer, tablet computer, a smart phone,
etc. that includes capabilities for wireless communications
using [EEE 802.11, Bluetooth, and/or cellular communica-
tions protocols. Further, the user device 150 may use such
communication capabilities to communicate via the network
120 including with a vehicle computer 105. A user device 150
could communicate with a vehicle 101 computer 105 the
other mechanisms, such as a network in the vehicle 101, via
known protocols such as Bluetooth, etc. Accordingly, a user
device 150 may be used to carry out certain operations herein
ascribed to a data collector 110, e.g., voice recognition func-
tions, cameras, global positioning system (GPS) functions,
etc., and a user device 150 could be used to provide data 115
to the computer 105. Further, a user device 150 could be used
to provide a human machine interface (HMI) to the computer
105.

Exemplary HMI Displays

FIG. 2 is adiagram of an exemplary process 200, described
in detail below, for a computer 105 in an autonomous vehicle
101 to communicate with one or more vehicle occupants
concerning a possible future path of the vehicle 101. The
process 200 is described herein with respect to FIGS. 3-6,
which provide respective examples of block diagrams of a
graphical user interface 300 that could be provided by a
vehicle computer 105 via and HMI 118. Prior to providing a
detailed description of the process 200, therefore, it will be
helpful to describe the different states of the GUI 300 in each
of FIGS. 3-6, and how they relate to one another. References
herein to the GUI 300 generically refer to each of the GUIs
300-3, 300-4, 300-5, and 300-6 shown respectively in FIGS.
3,4, 5, and 6; each of the FIGS. 3-6 shows an example of the
display in a GUI 300.

FIG. 3 illustrates a GUI 300-3 in the HMI 118 providing a
graphical alert in the form of a dialog box 320 of an object 305
presenting a possible danger to a vehicle 101. For example,
the vehicle 101 could be shown in a present state of travel on
a road 315, along with moving objects 305 and/or stationary
objects 310 also on or near the road 315. As mentioned above,
a dialog box 320 and/or some other HMI mechanism, e.g., an
audible alert, etc., could be provided to alert a vehicle 101
occupant concerning an object 305 presenting a possible dan-
ger to the vehicle 101. The HMI, e.g., in the dialog box 320,
could provide a vehicle 101 occupant with various options
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with respect to the object 305 of interest, e.g., to ignore the
alert or warning and proceed on a previously-planned path, to
take action to evade the object 305 (which could be a default
option), or an option to resume manual control of the autono-
mous vehicle 101.

FIG. 4 illustrates a GUI 300-4 in the HMI 118 with addi-
tional details not provided in the GUI 300-3 of FIG. 3. FIG. 4
illustrates the GUI 300 providing a graphical alert in the form
of a dialog box 320 of an object 305 presenting a possible
danger relative to a predicted travel path 326 of a vehicle 101.
Accordingly, a vehicle 101 occupant could look at the GUI
300-4 to see that a projected or predicted path 326 will result
in a collision with a moving object 305, whereas a proposed
path 325 could be executed by the module 106 to avoid a
collision with the moving object 305. For example, a pro-
jected path of 325 of a vehicle 101 may be determined via a
variety of known mechanisms, e.g., combining vehicle speed,
acceleration, deceleration, etc. data with global positioning
system (GPS) or other navigational data to determine a likely
vehicle 101 path 326. Further, intersection of the path 326
with a path of a moving object 305 and/or with a stationary
object 310 may be computed. In general, it will be appreciated
that various known mechanisms may be used in the present
context to assess the opportunity to mitigate or avoid crossing
target accidents with a vehicle 101, where a crossing target
refers to any target that has relative lateral motion compared
to the host vehicle. Further, known mechanisms may be used
to detect objects 305, 310 moving vertically with respect to a
vehicle 101, e.g., presenting a risk of a head-on collision.

In some implementations or modes, the HMI above could
be augmented with a model of predicted ownship location
along the escape path at discrete points (e.g., 0.2 seconds) into
the future. For example, a simple model of progress along the
escape path may be given by a fixed-point predictor model
that takes current vehicle position (X,), velocity (X), and
acceleration (X), and applies these to a short prediction span
(e.g.,1=0.2 seconds) to predict the position at that point in the
future, e.g.,

, C
X()=Xo +IX+§X.

The display might therefore provide a series of discrete pre-
dicted locations along the escape path and also the conse-
quences of manually deviating from the planned path. This
predicted location might be depicted in a number of ways
ranging from simple (e.g., ‘door frame’, ‘arrow’, etc.) to
complex (e.g., ‘virtual car’) overlaid on the escape path.

As seen in FIG. 4, a GUI 300-4 could show a projected
vehicle 101 path of 326 intersecting with an object 305 and/or
path of an object 305. Further, as with the exemplary GUI
300-3 of FIG. 3, adialog box 320 could provide a vehicle 101
occupant with various options. In the example of FIG. 4, the
dialog box 320 could allow a vehicle 101 occupant to ignore
a proposed path 325, to accept the proposed path 325, or to
assume manual control of the vehicle 101. For example,
selecting “ACCEPT” could cause the computer 105 to
execute, e.g., according to instructions carried out by the
module 106.

FIG. 5 illustrates the GUI 300-5 in the HMI 118 showing a
vehicle 101 traversing a path 325 to avoid an object 305. For
example, a proposed path 325 as shown in the GUI 300-4
could have been accepted by a vehicle 101 occupant, e.g., by
input to the HMI 118, or by default. Upon such acceptance,
the computer 105 could cause the module 106 to execute
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operations for the vehicle 101 to move along the path 325,
thereby avoiding or attempting to avoid collision with an
object 305.

FIG. 6, similar to FIG. 4, illustrates the GUI 300-6 in the
HMI 118 providing a graphical alert in the form of a dialog
box 320 of an object 305 presenting a possible danger relative
to apredicted travel path 325 of a vehicle 101. However, in the
example of FIG. 6, a vehicle 101 occupant would see that a
proposed path of 325 would likely result in a collision with an
object 305, whereas an actual predicted path 326 would likely
result in continued safe traversal of a road 315. Accordingly,
in response to a prompt from the HMI1 118, e.g., the dialog box
320, the vehicle 101 occupant could select an “IGNORE”
option orthe like to ignore and/or reject the proposed path 325
in favor of the predicted path 326.

Process Flow

As stated above, FIG. 2 is a diagram of an exemplary
process 200, described in detail below, for a computer 105 in
an autonomous vehicle 101 to communicate with one or more
vehicle occupants concerning a possible future path of the
vehicle 101.

The process 200 begins in a block 205, in which the vehicle
101 conducts autonomous driving operations. Thus, the
vehicle 101 is operated partially or completely autonomously,
i.e., a manner partially or completely controlled by the
autonomous driving module 106. For example, all vehicle
101 operations, e.g., steering, braking, speed, etc., could be
controlled by the module 106 in the computer 105. It is also
possible that the vehicle 101 may be operated in a partially
autonomous (i.e., partially manual, fashion, where some
operations, e.g., braking, could be manually controlled by a
driver, while other operations, e.g., including steering, could
be controlled by the computer 105. Likewise, the module 106
could control when a vehicle 101 changes lanes. Further, it is
possible that the process 200 could be commenced at some
point after vehicle 101 driving operations begin, e.g., when
manually initiated by a vehicle occupant through a user inter-
face of the computer 105.

Next, in a block 210, the computer 105 monitors for and/or
classifies objects 305, 310 on a predicted path 326 of the
vehicle 101. In general, known mechanisms, including
known algorithms and the like, may be used for object clas-
sification, confidence estimation, and prediction, including
path prediction.

In a block 215, following the block 210, the computer 105
determines whether the vehicle 101 is likely to collide with at
least one object 305 or 310 on the path 326. For example, the
computer 105 may compute the predicted and/or planned
path 326 of the vehicle 101 according to collected data 115
and/or known path planning/path prediction processes. Addi-
tionally, e.g., using known mechanisms, the computer 105
may determine possible or likely collisions between one or
more objects 305, 310 and the vehicle 101 according to the
predicted path 326, and generate a proposed evasion path 325.
For example, mechanisms are known, e.g., making use of a
friction circle, for quantifying a “braking threat” or a “steer-
ing threat” of a collision. As an example, a braking threat
could be quantified by determining an amount of braking,
e.g., distance, needed to avoid a collision, and compared to
the amount of braking possible before a collision occurs. As
the ratio of these two quantities approached unity, the likeli-
hood of avoiding a collision diminishes (and is zero when the
ratio has a value of 1). Possible amounts of steering wheel
torque could likewise be compared to needed amounts of
steering wheel torque for evaluating the possibility of a col-
lision. Alternatively or additionally, time to impact (TTI)
calculations such as are known could be employed, wherein
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the computer 105 could determine a TTI and whether the TTI
exceeded a threshold time at which a collision could not be
avoided. If a collision threshold is met with respect to at least
one object 305 or 310, then a block 220 is executed next.
Otherwise, the process 200 proceeds to a block 240.

In the block 220, which may follow the block 215, the
computer 105, via the HMI 118, provides an alert to a vehicle
101 occupant concerning a possible or likely collision. Alter-
natively or additionally, an alert or the like may be provided
via a user device 150, i.e., in effect, the device 150 may
operate as a computer 105 HMI 118. In any event, such alert,
message, or the like may be provided via a variety of mecha-
nisms, e.g., as shown in the GUI 300-3 or GUI 300-4, via an
interactive voice response (IVR) system alone or in combi-
nation with a GUI 300, etc. Alternatively or additionally, alert
information may be provided using various equipment or
components included in the vehicle 101 controlled by the
computer 105. For example, a possible path 325 could be
shown by moving exterior vehicle 101 lights, e.g., headlights,
infrared lighting, or the like, highlighting the possible path
125.

The block 225 follows the block 220. In the block 225, the
computer 105 determines whether input or other indication
from a vehicle 101 occupant has been received confirming an
avoidance maneuver presented in an alert or the like as
described with respect to the block 220. For example, a
vehicle 101 occupant may use a touchscreen, voice response,
etc., to indicate a selection provided in a dialog box 320.
Alternatively or additionally, a vehicle 101 occupant may
omit to respond to a dialog box 320, wherein, upon passage of
apredetermined period of time, a default option, e.g., to evade
a possible collision, to accept a proposed path 125, etc., may
be selected.

A period of time before a default option is accepted may be
configured according to a level of risk presented by a possible
collision. For example, a speed, size, etc. of an object 305 or
310 may be taken into account; the computer 105 may be
configured to wait a shorter period of time before implement-
ing a default option in the event that an object 305 or 310 is
large enough moving quickly enough, a fixed barrier, etc., of
a nature to potentially cause significant damage and/or risk to
the vehicle 101. The computer 105 may be configured to wait
alonger period of time where an object 305 is moving slowly,
an object 305 or 310 is determined to be of a size that does not
threaten significant damage to the vehicle 101, etc. The com-
puter 105 may also be configured to act differently if the
object 305 is known to be another autonomous vehicle 101 as
opposed to a non-autonomous vehicle.

Following the block 225, in a block 230, the computer 105,
e.g., according to instructions included in the autonomous
driving module 106, implements an action such as was indi-
cated in the dialog box 320 in the block 225 to avoid one or
more objects 305, 310. For example, the module 106 may
implement a proposed path 325 instead of following a pre-
dicted or planned path 326.

Following the block 230, in a block 235, the computer 105
updates the HMI 118 and/or other indicators with respect to
selected path 325 now being followed by the vehicle 101. For
example, FIG. 5, discussed above, includes a GUI 300-5 that
shows a vehicle 101 following a path 325 to avoid an object
305. Alternatively or additionally, the computer 105 may
control other vehicle 101 elements, e.g., moving headlamps,
infrared lights, etc., to indicate a path 325 being followed by
the vehicle 101.

Following either the block 225 or the block 235, the com-
puter 105 determines in a block 240 whether the process 200
should continue. For example, the process 200 may end if
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autonomous driving operations end and a driver resumes
manual control, if the vehicle 101 is powered off;, etc. In any
case, if the process 200 should not continue, the process 200
ends following the block 240. Otherwise, the process 200
returns to the block 210.

CONCLUSION

Computing devices such as those discussed herein gener-
ally each include instructions executable by one or more
computing devices such as those identified above, and for
carrying out blocks or steps of processes described above. For
example, process blocks discussed above may be embodied
as computer-executable instructions.

Computer-executable instructions may be compiled or
interpreted from computer programs created using a variety
of programming languages and/or technologies, including,
without limitation, and either alone or in combination,
Java™, C, C++, Visual Basic, Java Script, Perl, HTML, etc. In
general, a processor (e.g., a microprocessor) receives instruc-
tions, e.g., from a memory, a computer-readable medium,
etc., and executes these instructions, thereby performing one
or more processes, including one or more of the processes
described herein. Such instructions and other data may be
stored and transmitted using a variety of computer-readable
media. A file ina computing device is generally a collection of
data stored on a computer readable medium, such as a storage
medium, a random access memory, etc.

A computer-readable medium includes any medium that
participates in providing data (e.g., instructions), which may
be read by a computer. Such a medium may take many forms,
including, but not limited to, non-volatile media, volatile
media, etc. Non-volatile media include, for example, optical
or magnetic disks and other persistent memory. Volatile
media include dynamic random access memory (DRAM),
which typically constitutes a main memory. Common forms
of computer-readable media include, for example, a floppy
disk, a flexible disk, hard disk, magnetic tape, any other
magnetic medium, a CD-ROM, DVD, any other optical
medium, punch cards, paper tape, any other physical medium
with patterns of holes, a RAM, a PROM, an EPROM, a
FLASH-EEPROM, any other memory chip or cartridge, or
any other medium from which a computer can read.

In the drawings, the same reference numbers indicate the
same elements. Further, some or all of these elements could
be changed. With regard to the media, processes, systems,
methods, etc. described herein, it should be understood that,
although the steps of such processes, etc. have been described
as occurring according to a certain ordered sequence, such
processes could be practiced with the described steps per-
formed in an order other than the order described herein. It
further should be understood that certain steps could be per-
formed simultaneously, that other steps could be added, or
that certain steps described herein could be omitted. In other
words, the descriptions of processes herein are provided for
the purpose of illustrating certain embodiments, and should in
no way be construed so as to limit the claimed invention.

Accordingly, it is to be understood that the above descrip-
tion is intended to be illustrative and not restrictive. Many
embodiments and applications other than the examples pro-
vided would be apparent to those of skill in the art upon
reading the above description. The scope of the invention
should be determined, not with reference to the above
description, but should instead be determined with reference
to the appended claims, along with the full scope of equiva-
lents to which such claims are entitled. It is anticipated and
intended that future developments will occur in the arts dis-
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cussed herein, and that the disclosed systems and methods
will be incorporated into such future embodiments. In sum, it
should be understood that the invention is capable of modifi-
cation and variation and is limited only by the following
claims.

All terms used in the claims are intended to be given their
broadest reasonable constructions and their ordinary mean-
ings as understood by those skilled in the art unless an explicit
indication to the contrary in made herein. In particular, use of
the singular articles such as “a,” “the,” “said,” etc. should be
read to recite one or more of the indicated elements unless a
claim recites an explicit limitation to the contrary.

The invention claimed is:

1. A system, comprising a computer in an autonomous
vehicle, the computer comprising a processor and a memory,
wherein the computer is configured to:

operate the vehicle at least partially autonomously;

monitor a predicted path of the vehicle to identify an object

with which the vehicle is likely to collide;
assign a threat level to the object;
based at least in part on whether the threat level exceeds a
predetermined threshold, provide a graphical user inter-
face (GUI) that includes each of the predicted path, a
proposed path for the vehicle to avoid a collision with an
object, the vehicle, and a request for user input selecting
a path for the vehicle to take to avoid the object;

receive and implement a selection to follow one of the
predicted path and the proposed path, wherein imple-
menting the selection includes controlling at least one of
vehicle braking, throttle, and steering to follow the
selected one of the predicted path and the proposed path;
and

update the graphical user interface to include the selected

one of the predicted path and the proposed path, along
with a location of the vehicle on the selected one of the
predicted path and the proposed path.

2. The system of claim 1, wherein the computer is config-
ured to provide a mechanism in the graphical user interface to
receive the selection.

3. The system of claim 1, wherein the computer is config-
ured to make the selection according to a default selection.

4. The system of claim 1, wherein the computer is config-
ured to provide information relating to at least one of the
object, the proposed path, and the predicted path, via an
interactive voice response (IVR) system in addition to the
graphical user interface.

5. The system of claim 1, wherein the computer is config-
ured to highlight at least one of the proposed path and the
predicted path by controlling exterior lights on the vehicle.

6. The system of claim 1, wherein the computer is further
configured for the selection to default to one of approving or
rejecting the proposed path based in the threat level.

7. The system of claim 1, wherein the object is one of a
moving object and a stationary object.

8. A method, comprising:

operating a vehicle at least partially autonomously;

monitoring a predicted path of the vehicle to identify an

object with which the vehicle is likely to collide;
assigning a threat level to the object;

based at least in part on whether the threat level exceeds a

predetermined threshold, providing a graphical user
interface (GUI) that includes each of the predicted path,
a proposed path for the vehicle to avoid a collision with
an object, the vehicle, and a request for user input select-
ing a path for the vehicle to take to avoid the object;
receiving and implementing a selection to follow one of the
predicted path and the proposed path, wherein imple-
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menting the selection includes controlling at least one of
vehicle braking, throttle, and steering to follow the
selected one of the predicted path and the proposed path;
and

updating the graphical user interface to include the selected

one of the predicted path and the proposed path, along
with a location of the vehicle on the selected one of the
predicted path and the proposed path.

9. The method of claim 8, wherein the computer is config-
ured to provide a mechanism in the graphical user interface to
receive the selection.

10. The method of claim 8, further comprising making the
selection according to a default selection.

11. The method of claim 8, further comprising providing
information relating to at least one of the object, the proposed
path, and the predicted path, via an interactive voice response
(IVR) system in addition to the graphical user interface.

12. The method of claim 8, further comprising highlighting
at least one of the proposed path and the predicted path by
controlling exterior lights on the vehicle.

13. The method of claim 8, wherein the selection defaults
to one of approving or rejecting the proposed path based in the
threat level.

14. The method of claim 8, wherein the object is one of a
moving object and a stationary object.

15. A computer-readable medium tangibly embodying
instructions executable by a computer processor, the instruc-
tions including instructions to:

operate the vehicle at least partially autonomously;

monitor a predicted path of the vehicle to identify an object

with which the vehicle is likely to collide;
assign a threat level to the object;
based at least in part on whether the threat level exceeds a
predetermined threshold, provide a graphical user inter-
face (GUI) that includes each of the predicted path, a
proposed path for the vehicle to avoid a collision with an
object, the vehicle, and a request for user input selecting
a path for the vehicle to take to avoid the object;

receive and implement a selection to follow one of the
predicted path and the proposed path, wherein imple-
menting the selection includes controlling at least one of
vehicle braking, throttle, and steering to follow the
selected one of the predicted path and the proposed path;
and

update the graphical user interface to include the selected

one of the predicted path and the proposed path, along
with a location of the vehicle on the selected one of the
predicted path and the proposed path.

16. The medium of claim 15, the instructions further
including at least one of instructions to provide a mechanism
in the graphical user interface to receive the selection and
instructions to make the selection according to a default selec-
tion.

17. The medium of claim 15, the instructions further
including instructions to provide information relating to at
least one of the object, the proposed path, and the predicted
path, via an interactive voice response (IVR) system in addi-
tion to the graphical user interface.

18. The medium of claim 15, the instructions further
including instructions to highlight at least one of the proposed
path and the predicted path by controlling exterior lights on
the vehicle.

19. The medium of claim 15, wherein the instructions
further include instructions for the selection to default to one
of'approving or rejecting the proposed path based in the threat
level.
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20. The medium of claim 15, wherein the object is one of a
moving object and a stationary object.
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